


M. Shneier, E. Kent, and P. Mansbach

Abstract

mtional Bureau of Standards
Washington, D.C. 20234.

A representation i s described for supplying a
robot manipulator w i t h information about i t s
workspace. Information is obtained from sensors
that mve w i t h the m i p i l a t o r . Spatial infor -
mtion i s stored in an octree, allowing fast
camputation of which parts of the workspace are
occupied and which are navigable. Information
about properties and features of objects i s
stored in a set of tables or attribute l i s t s . This
information i s used to mtch objects in the
world w i t h stored mdels and t o assign names to
instances of objects and features. Recognized
objects are stored in the same way as unrecognized
objects, SO thatalloperations on the workspace
model are uniform. 'Ihe two representations are
linked t o enable objects t o belocated in space
by name, by description, or by position, and t o
fac i l i t a te finding out what object occupies a
particular volumein the workspace.

1. Introduction

A representation that m&ls a robot's workspace
and the objects in it should represent all in-
formation known about the locations of ob-
jects, the v o l m s they occupy, and the uncer-
tainties in their positions and sizes. It should
be able t o integrate information obtained by
sensing the world with that obtained from hy--
potheses and expectations. It should enable uncer-
tainties in positions t o be reduced, and ob-
jec t identities t o be established with in-
creasing certainty as w r e sensor data i s ac-
quired. It should also &lawanswers t o questions
about free space as well as space that is OCCU-
pied.

The representation i s designed t o operate in an
environment in which the robot and sensors move
about. Information about the world i s ob-
tained from sensors whose locations are known.
This sirrplifies some of the problems of 3D recon-
struction from ZD projections. The representa -

a spatial representation, describ-
r t s of the workspace are occu-

, or about which no infomt ion i s
knawn, and a representation of the objects and
€eatures in the space. Constraints expl ic i t in
one of the representations sirrplify descriptions

in the other, and rake answering questions
easier using either representation.

The representation has the properties o f uniformly
representing expected and unexpected information,
and enabling rapid updating of in fomt ion as m r e
data become available. It can be viewed a t several
levels o f resolution, so that questions that re-
quire only fair ly general answers my be answered
rapidly if the answer i s clear-cut, but i f not,
searches for a solution can be directed to c r i t i -
cal areas which determine the answer. The
representation uses octrees for representing
spatially -indexed infomtion, and tables for
storing in fomt ion about objects and the i r
features and properties.

The sensor that i s currently of prbry interest
i s a camera munted on the wrist of the robot.
Since the position of the camera i s fixed with
respect t o the robot arm, and the robot's position
in space can be obtained a tall times, the posi-
tionof the camera can be conputed, and i s used in
constructing the workspace representation. As the
robot mves, the sensor observes different parts
of the workspace, and must integrate i n f o m t i o n
over m y views t o construct a representation of
the whole scene.

The spatial representation i s constructed from a
sequence of two-dirrensional images. Init ially, it
consists of a large cube enclosing the whole
workspace, w i t h known objects or regions, such as
the work surface or a mchine tool,alreke
represented. As pictures are taken, the objects
discovered are projected into the cube as general -
ized cones. Tix? cones describe the possible loca-
tions of the objects that gave r ise t o each com-
ponent in the imge. When pictures are taken from
dif ferent viewpoints o f the same region in spacer
the cones are intersected to constrain the possl -
ble locations of the objects (Figure 1). As data
accumulate, the shapes and locations of objects
approach their true values mre and more closely.
The representation always contains all the infor -
mation knm about each region o f space, and in-
cludes the uncertainties in object positions and
shapes.

A t the same time that the spatial representation
i s constructed, a parallel process extracts
features from the sequence of b g e s and stores
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them in tables. The features are used in matching
the cbjects w i t h a database of W d s , and as
descriptions of unrecognized objects. When an ob-
ject mtches w i t h amdel,,,a l o t of in fomt ion is
made available by instantiating the-1. This
in fomt ion is used to f i l l the table, and t o re-
f ine the spatial representation of the object by
projecting the mdel into the octree. The two
representations are linked t oallowspatial index-
ing of objects, as wellas locating features and
objects in space by name or description.

2. m-
Ihespatial representation views the workspace as
enclosed by a cube. The contents of the cube are
init ial ly unknown, except for f i xed v o l m s such
as the base of the robot or a machine tool.As
sensor infomatian is obtained, parts of the cube
become known to be empty, or to have objects in
them. Objects can be of any size, and it i s not
practicable to represent the whole cube a t the
resolutiori of the smallest possible object. As a
result, some structure is placed on the cube, in
the form of an octree (Sr ihar i , 1981, kagher,
1980).

Pn octree is constructed as follaws. Initially,
the region of space t o be described i s represented
by a single node in a tree, corresponding to a
cube surrounding the space. This cube i s examined,
andifit i s hOmDgeneous, the process terminates.
Otherwise, the cube is divided into 8 equal sub-
cubes (octants) , which are the children of the
node, and the process is repeated for each octant.
When all (sub-) cubes are homogeneous (according
to some d e ) , the octree i s cmplete (Figure 2).

For the spatial representation, the original node
represents the workspace, and has a standard
orientatim and position. When the f i r s t picture
i s taken, a set of generalized cones i s projected
into the cube from a pint corresponding t o the
optical center of the camera. Each cone arises
from a separate component in the picture. The
space inside the cones reflects the possible loca-
tions of cbjects in the world, while the space
outside the cones i s background. To decide which
octants of the cube to expand involves intersect -
ing the canes w i t h the cube. If an octant inter -
sects a cane, a further check i s made t o see i f it
i s totally contained in the m e , in which case,
i t s color i s sinply changed from "unknown" t o "ab-
ject", and it i s not further subdivided. If it
Only partly intersects the cone, it i s subdivided,
and the same tests are applied to its children.
The result i s a tree representing the current
state ofknowledgeabout the world. Note that la-
belling a node "object" does not mean that the ob-
ject actually occupies the corresponding volume in
space, but Only that the volume l ies inside cones
arising from an object visible inallviews of the
region so far.

Ihe intersectionprocess works as follms. A m e
arising from an object in the inage can intersect
w i t h three kinds of terminal nodes in the octree
representing the workspace. If a no& in the
workapace octree i s labeled "unknown",its label

i s changed to "object ", reflecting the possibility
that there is an object in that location.If a
node i s labeled "empty" it ramins "empty", be-
cause the region corresponding t o the node must
already have been seen from another viewpoint, and
nust have been seen to be empty. If a node i s la-
beled "object " it retains i t s label,because no
new constraints have been found for the node. ?he
intersection process for cones corresponding to
empty space in the 2D h g e i s sinple. Fzojectians
of empty regions change the labels of allnodes
that they intersect in the workspace octree t o"empty".
Computing which nodes in the octree intersect w i t h
a cone i s ncn-trivial. The dif f icul t ies arise be-
cause the omera can view the workspace from any
positicn or orientation, and frominside or out-
side the workspace cube. The approach currently
irrplementedinvolves first approximating the boun-
daries of objects in the 2.31 images w i t h
straight - line segments. These segmnts are then
projected as planes into the octree, and the set
of cubes i s found that l i e s insidethe volumeen-
closed by the planes.

?he projection approach i s similar to that
described by Martin and Aggarwal (1983). Their
@ ws to describe the volumes of individudl ob-
jects, however, rather than whole scenes. Also,
they assumed orthogonal projection rather than
perspective projection, an assumption that reduces
the complexity of the construction process. Ehrtin
and Aggarwal used a representation for the volumes
that appears less suited t o the task o f represent -
ing the workspace than does the octree. Connolly
(1984) also used a projection technique t o con-
struct octrees. In his applicatim range data
were used to aonstruct octree -1s of objects
from multiple views. Again, only a single object
wasmodelledin each tree. Connolly f i rs t con-
structed a quadtree fran the image, and then pro-
jected the quadtree blocks into the octree. It i s
not clear that this method provides any speedup in
the projection process, because the quadtree nodes
do not mp into octree nodes except in rare in-
stances.

It is not necessary or cost -effective t o store
shape infomt ion a t full resolution in the tree.
Ifan octant i s smllenough and contains mostly
object points, it should be considered as being
filledby the object for spatial representation
yqoses. This does not cause a loss of infonna-
tlonbecause of extra information in the W a r
representation, which i s indexed by the nodes in
the tree.

W i t h ea& node in the tree i s associated a set of
pointers. The pointers address information ccn-
cerning the contents of the node. '&e cbjects con-
tained in the region represented ky the node may
have names and features associated w i t h them, or
exact gemt r i c descriptions. Such information i s
obtainedbthfransensor data and from cbject
models. pointers to these data serve several pur-
poses. lhey enable finer discriminations of the
space to be made than that set by the resolutian
of the odree. In additim, they provide spatial
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indexing in to the sets of object and feature
descriptions.

?he object and feature descriptions are organized
as tables, whichstoreallnm-spatially -indexed
kno~ledge.Each entry has slots for object MmeSr
locations, properties, and features. There my be
more than m e name for each object in the world,
and more than me instance of each kind of object.
Each rn entry has a confidence associated w i t h
it. When th is confidence goesbelow same thres-
hold, the rn i s removed. Ifall confidences go
below threshold, the entry in the table i s ranoved
if the object has d h p p a r e d from the scene
(e.g.t i f it i s a nolee region tha t no longer ap-
pears in an h g e ) . envise, it i s labeled as
"unexpected ".

Wo table-based representatims are used, one for
data describing models, and one for scene data and
instantiatedmodeldata (hypotheses and recogni-
tions). The major difference between the tables
i s that themodel table holds generic information
in object coordinates, while the scene table holds
information about plrticular instances in world
coordinates. The scene table has confidences in
various matches, and pointers to plrticular nodes
in the cctree and t o entries in themodel table.
Each object expected t o appear in a scene has a
row in themodeltable, w i t h c o l m s for feature
t y p s and values, t o be used in recognizing the
objects. There i s also a pointer to the geanetric
descriptions of the objects, obtained from a CAD
database.

Each feature entry points t o a l i s t of the prtic -
ular values for that feature (e.g., positions and
angles for corners, in object coordinates). 'Ihe
table can easily be set up at the beginning o f a
task by examining models of all the objects ex-
pected t o be seen during execution of the task.

The table constructed for data extracted from the
scene i s similar to that for the model data, but
has extra columns for pointers t o the octree and
for tentative identificaticns and their confi-
dences. Each row of the tahle correspmds t o an
object in the world. Objects can be single regions
in space, groups of regions, or hypothesized ob-
jects. The columns in the table hold pointers to
pr t i cu la r instances of features or instantiated
models.

Each identification i s either an index into the
table of models or thelabel"unexpected ". Confi-
dences are obtained from themodel mtching pro-
cess. The entries for pointers t o the octree ad-
dress l i s t s of octree nodes in which the objects
appear. Ime entries for features have the same
form as those for model features, except that
their values are instantiated using information
frm the scene.

There are two main aspects to using the represen-
tations. The f i r s t i s updating it and ensuring
that itcontains current information. The second
i s answering questions about the world and the ob-

jects init.

Updating the tree involves moving objects as they
are picked up by the robot, (and in later versions
of the system, as they m e ) , and adding new ob-
jects as they appear. Removing an object i s sim-
ple. The leaf nodes that represent it are located
in the tree frm their addresses in the table en-
try for the object. Their color i s changed from
object to background, and any mrging that can be
done as a result i s performed. The pointers of all
parents o f the nodes are updated t o reflect the
disappearance of the object, and i t s entry in the
table i s removed. New objects are added autamati -
cally by the process of projecting from oomponents
in the 2 4 images.

When an object f i r s t appears in the qatialmodel,
an entry is set up for it in the table. If the ob-
jec t arises from an hypthesis, the slots are all
filled in imnediately. Otherwise, slots are filled
in using values obtained by feature extraction
techniques. Before an object has been recognized,
the narnelistcontains a flag indicating that i t s
identity is unknawn. As objects are recognized, or
more information i s discovered from sensory inwt,
the remaining slots are filled.Whenan object
disappears fran the world, i t s entries are erased
and the space i s mde available fo r later us%.
Objects can also be merged if they are found to be
m e c t e d . Merging i s a sirrple operation in tibe
table, involving the coalescing of the various
table entries. A problem arises when the same set
of features lends support to m r e than m e hy-
pothesis. For example, a region in space may ten-
tatively be identified as one of a number of known
objects. !Ihe confidences in each of the identifi -
cations dependson the features that mtch w i t h
the corresponding object models. To decide which
i s the best identification requires a relaxation
labelling process t o establish the most globally -
consistent set of mtches (Mackworth, 1977).

Answering questions i s fairly straightforward. To
find out about the world it i s not necessary or
desirable to interrogate the sensors directly.
Ihe representation contains both predictions about
the world and information obtained from sensors.
There i s no direct way of distinguishing between
information from different sources. Answers t o
questions contain both empirical and hypothetical
elements. Answering questions about space involves
checking the octree for the color of the node
corresponding t o the requested region. &stions
that refer t o specific features or surfaces are
answered iy reference to the table. Finding all
occurrences of a particular feature involves scan-
ning acolumnof the table. Depending on the gen-
e ra l i t y of the questicn, this can be very sinple
or can require searches of l i s t s of features
stored a t each position. In either case, though,

subset of the known information. lb find out wha t
features or objects occur a t a givenlocation,the
octree i s traversed to find which nodes span that
location.Ihe pointers from the nodes are fol-
lowed,and an answer found in the tables.

the search is limited to a l r well-defined

20I



Identifying (naming) features and objects i s also
s iq l i f ied. If a sensor perceives an object, and
the projection of the abject intersects w i t h an
already -identified or an hypthesized object, then
simple feature checking can establish a confidence
in the identity of the object. If there i s no in-
tersection, the properties and features extracted
by the sensor canstillbe matched w i t h those fran
the abject models, by-ring corresponding en-
t r i e s in the table.

4. Canclusions

The system described above i s currently being im-
plenented as part of an hierarchical sensory-
processing system that interacts w i t h an hierarch -
icalrobot control system to perform tasks requir-
ing real-time sensory guidance. The laver - level
image-analysis and feature -extraction algorithms
have been inplemented using a network of micropro -
cessors that operate independently and asynchro-
nously (Kent, 1982, Shneier, 1982). The output of
the lower levels f o r m the input necessary for
constructing the spatial and feature -based
representatims, and for matching ob~ectsw i t h
their models. ’Ihe models currently in use are
hand-crafted, but a computer-aided design system
i s now available, and a database of nodels will
soon be generated and interfaced w i t h the
workspace modelling system. The result w i l l be a
f lex ib le representation scheme that shouldallow
real-time responses t o questions of significant
complexity.
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Fiaure1. Intersecting cones from two views
of an object.

Eiguz1. Objects enclosed w i t h i n a cube, and
the octree representing the vol~pne of thecube.
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